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**Abstract**

Bojanowski et al. employ the skipgram model to develop a new approach that takes into consideration subword information to adequately represent words in morphologically rich language. The model treats words as bags of character n-grams and divides words into sequences of n-grams per word. The model demonstrates superior syntactic performance and outperforms other models and techniques in terms of various baselines and different languages. The model's predictive ability for rare words remains robust as it can predict rare words by making use of word analogy tasks. The model is open source and available for the public to facilitate comparing it with other previous models and future ones.

1. **Introduction**

Word processors consist of various databases of different languages that they have been trained on. They are capable of performing numerous tasks during the typing process. These include predicting, correcting and modifying; more specifically: word representing. As societies develop, so do the languages used by the people living in these societies, and as the need for communication grows, technologies are constantly being updated to accommodate the needs of these societies to realize their communication demands and to connect effectively, as well as quickly, in various languages. For these reasons, word processors are continuously being updated and improved.

According to Zhang et al., “words are commonly represented using vectors, where distances among the vectors are related to the similarity of the words.” (2020, 1). This method assigns a vector for each word, and has been convenient for many years; however, the greater the amount of words found in a language, the bigger the size of training data will have to be. For morphologically rich languages, a word can have dozens of variations, and the notion of assigning a vector for each variation of said word is either illogical or unreasonable; therefore, integrating subword information into word vectors can assist in reducing the size of word datasets and facilitate the process of representing languages which are morphologically rich.

1. **Fast-text embeddings: general introduction**

Mikolov et al. (2013a) mention that “simple models trained on huge amounts of data outperform complex system trained on less data,” however, “simple techniques are at their limits in many tasks.” An example of these limitations is that in machine translation or word representation processors, “the existing corpora for many languages contain only a few billions of words or less. Thus, there are situations where simple scaling up of the basic techniques will not result in any significant progress, and we have to focus on more advanced techniques.” (1). This is the exact case of languages with rich morphology, where it is impossible or unreasonable to assign vectors to every single word variation. Thus, the researchers proposed two new architectures to estimate vector representations efficiently. This task is done by training new model architectures. One has been titled ‘cbow,’ or ‘continuous bag of words.’ This architecture is trained to predict “the current word based on the context,” meanwhile, the other is titled ‘skipgram,’ it “predicts surrounding words given the current word.” (2013a, 5).

1. **The character n-gram approach via the skipgram model**

The two architectural models, skipgram and ‘cbow,’ can be considered as the foundation of the character n-gram approach, which is renewed by Bojanowski et al. to consider subword information relying on the skipgram model. Bojanowski et al. wish to treat the morphology and other additional elements of words, which can change depending on their position in the sentence, as bags of n-gram. The word is thus comprised of sequences, as demonstrated in the following example:

Consider the word banana, and the n-gram is 2-gram.

Ba – an – na – an – na

Assigning random, for clarification use, values for each bi-gram in a vector,

Ba = [0.1, 0,2], an = [0.3, 0.4], na= [0.5, 0.6]

Banana = [0.1, 0,2] + [0.3, 0.4] + [0.5, 0.6] + [0.3, 0.4] + [0.5, 0.6] =[1.7, 2.2 ]

In other words, the skipgram model is designed to achieve the maximum likelihood of the following:
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“where the context Ct is the set of indices of words surrounding word wt.” (Bojanowski et al., 2017, 2). Thus subword model, on the other hand, appears as follows:

![](data:image/png;base64,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)

This model, according to the authors, “allows sharing the representations across words, thus allowing to learn reliable representation for rare words.” (3). Rare words, in this case, can stand for the many variations of common words in languages which are morphologically rich. The subword model facilitates word processing by providing subword information as forms of n-gram vectors.

In brief, the new approach aims to feed word vectors with subword information in order to improve word representation of morphologically rich languages. The character n-gram approach improves the process of predicting rare words and other word variations in a specific language relying on similar words which can be connected together through the training provided by the same skipgram algorithm. The difference here is that instead of concentrating on semantics, the focus is placed on syntax, where the model is trained on two or more words with similar morphemes, thus allowing it to predict similar words which follow the same pattern. For example, the model can be trained on the words ‘humanism’ and ‘feminism,’ in addition to other occurring common words, if possible, like ‘humanist’ and ‘feminist.’ In the process, if the word ‘accelerationist’ appears in the training data, the model will successfully register or predict the noun of this adjective, which is ‘accelerationism,’ etc.

In this report, the character n-gram technique implemented via the skipgram model by Bojanowski et al. will be examined and observed methodically, in addition to the value it adds to previous word representation models and the potential it promises as it progresses.

1. **Methods**

To obtain information regarding the topic of this report, a paper by Bojanowski et al. (2017) was examined and analyzed methodologically, where the contents were investigated and compared with the content and information of other research papers. It is clear that normal or generic language processing models are quite effective when it comes to specific languages. However, some languages are extremely rich morphologically, as their vocabulary shifts and changes depending on various elements. These elements include pronouns, subject-verb agreement, tenses and other factors that preserve the roots of words but integrate them with affixes, suffixes and prefixes that radically make the words seem as though they do not belong to these languages. This is where the method of turning words into bags of character n-grams, using the skipgram model, is mostly effective. According to Bojanowski et al. (2017), their method lies in executing the following: to "model morphology by considering subword units, and representing words by a sum of its character n-grams." (2).

1. **Treatment of words as character n-grams using the skipgram model**

Given that the approach of word representation using the bag-of-words model does not efficiently or sufficiently regulate texts semantically, and the fact that the skipgram model ignores the subword information (since it represents words instead of the characters of words), Bojanowski et al. devised a method where the internal structure of words is not ignored; this was done by making each word ѡ stand as a bag of character n-gram on its own, where the symbols < and > are placed before and after each word, allowing for the ability to specify affixes for each word. This not only trains processors to be familiar with various words with different morphologies in a specific language, it also allows them to predict these words and predict rare words which belong to this language. This process is also done by representing words as character n-grams, where each sequence is taken separately as a standalone affix or inflection of each word in the morphologically rich language.

1. **A closer look at character n-gram treatment and the consideration of subword information**

What distinguishes the model made by Bojanowski et al. from others is that it divides words into sequences of 3 grams. Unlike other models which divide them into sequences of 2 or 6. An interesting example of this is found in the paper by Popovic (2018), where the author used character n-grams for complex word identification, where it was found that "combination of 2-grams and 4-grams is the best option for the standard setting," whereas "individual 3-grams, 4-grams and 5-grams outperforms the combinations when a larger English corpus is used." (344). Thus, it is observed that Popovic's approach relies heavily on the data found within the corpus, while the approach employed by Bojanowski et al. "seems to quickly saturate and adding more data does not always lead to improved results." (7). Popovic experimented with the bag of n-gram lengths, from 2 to 6, and found that lengths over 6 did not exhibit improvements. Bojanowski et al. mainly utilized a length of 3, which appears ideal for many languages, given that most of one of these languages’ vocabulary, such as German and Finnish, consist of inflected forms with various morphemes. What Bojanowski et al. resort to solely relies on subword information and they report finding that the "arbitrary choice of 3-6 was a reasonable decision, as it provides satisfactory performance across languages. The optimal choice of length ranges depends on the considered task and language and should be tuned appropriately," since "taking a large range such as 3 – 6 provides a reasonable amount of subword information." (7). Again, the numbers stand for the character n-grams or lengths of these n-grams.

1. **Previous models and related research**
2. **General background**

Given that Bojanowski et al. have relied on the skipgram model to complete their research, it is proper to investigate the model more closely. Zhang et al. (2020) have a research paper titled "An Analysis on the Learning Rules of the Skip-Gram Model," where they meticulously examine the model and conduct various experiments explaining the processes the model undertakes when representing words using vectors. The research paper contributed enormously to understanding the approach which Bojanowski et al. have utilized, as it explained the learning rules of the skipgram models, as well as demonstrating the limitations and difficulties of using the model, in addition to the suggested improvements which can be applied to develop it.

A method of implementing the skipgram model is called word2vec, or Word-to-Vector, which is a word representation method where words are represented as vectors. Furthermore, the process of implementing this method relies on two separate layers of vector representations: the input layer and the output layer, or the input vector and the output vector, respectively. The input layer is fed or trained using various articles and textual data from Wikipedia and the internet, and by using and optimizing a specific word2vec code, the processor's capability of predicting the correct context words is improved. According to Zhang et al., the word2vec implementation is "widely used due to its computational efficiency and its ability to capture interesting analogue relationships," moreover, "systems built on word2vec representations often lead to significant performance improvements." (2020, 1). This is relevant to the model developed by Bojanowski et al., as their work was syntactically ideal; however, it required more investigation regarding its semantic word representation tasks.

1. **Character n-gram model used in CWI processes**

The character n-gram model has been used and experimented on previously, specifically in CWI processes, or Complex Word Identification, as Popovic (2018) points. The paper by said author investigates the use of character n-grams in processes of complex word identification. The author points to how this model has been successful in “machine translation evaluation metrics in recent years,” and how “these metrics correlate very well with human judgments for all analysed target languages, which indicates that character sequences carry some important information.” (341). Thus, the use of character n-gram in translation has proved that it has been correlative with human judgement; therefore, it is vital and has great potential in word processing task and word representation tasks. The model is proven to be syntactically more developed and outperforms other models; Bojanowski et al. have applied a method named ‘sisg’ or ‘Subword Information Skip Gram,’ where subword information, affixes and morphological elements are treated as forms of character n-grams. Their method proved that “morphological information significantly improves the syntactic tasks; our approach outperforms the baselines. In contrast, it does not help for semantic questions.” (2018, 5). Thus, the treatment of words as character n-grams is only semantically superior in machine translation tasks, but not in word representation and processing tasks.

Popovic lastly states that the system they proposed ranked in “middle-range position for all tracks except for the cross-lingual track where it was ranked very,” which is due to the fact that “frequencies of character sequences in words are intuitively rather language-dependent.” (2018, 347). This information provides vital insight that paves the way to understanding how character n-gram models and subword information function in word processing tasks. Although Popovic’s approach was mainly focused on word identification tasks, it nevertheless is tied directly with word representation tasks, and can help researchers understand the models and methods further.

1. **Results**
2. **Word analogy tasks**

Many factors come into play in the model proposed by Bojanowski et al. As mentioned previously, the "sisg" method utilizes character n-grams as subword information to improve word representation. It was noted that this method "outperforms the baselines on all datasets except the English WS353 dataset. Moreover, computing vectors for out-of-vocabulary words (sisg) is always at least as good as not doing so (sisg-). This proves the advantage of using subword information in the form of character n-grams." (2017, 5). Furthermore, the accuracy of tasks involving word analogy also outperform other models syntactically, as show in the table below taken from the paper:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Language | Analogy | Sg | cbow | Sisg |
| Czech | |  | | --- | | Semantic | | Syntactic | | |  | | --- | | 25.7 | | 52.8 | | |  | | --- | | 27.6 | | 55.0 | | |  | | --- | | 27.5 | | 77.8 | |
| German | |  | | --- | | Semantic | | Syntactic | | |  | | --- | | 66.5 | | 44.5 | | |  | | --- | | 66.8 | | 45.0 | | |  | | --- | | 62.3 | | 56.4 | |
| English | |  | | --- | | Semantic | | Syntactic | | |  | | --- | | 78.5 | | 70.1 | | |  | | --- | | 78.2 | | 69.9 | | |  | | --- | | 77.8 | | 74.9 | |
| Italian | |  | | --- | | Semantic | | Syntactic | | |  | | --- | | 52.3 | | 51.5 | | |  | | --- | | 54.7 | | 51.8 | | |  | | --- | | 52.3 | | 62.7 | |

Table 1 Accuracy of Bojanowski et al's model and baselines on word analogy tasks for listed languages. Results for semantic and ssyntactic analogies are reported separately. (Bojanowski et al., 2017, 5).

1. **Morphological representations**

The authors further indicate that despite the degradation of performance semantically, the improvement in syntax is of greater value for morphologically rich languages. This is indeed the case with these results; given that improvements can be observed in the syntactic context, the semantic context can be developed with the integration of other models that outperform others semantically. What the researchers did initially was building on a previous model, and this can be done in future works in other contexts to enhance word representation for morphologically rich languages.

1. **The size of training data**

The size of the training data was additionally evaluated to study any chance of improving word representation. The researchers trained their model “portions of Wikipedia of increasing size,” but found that increasing the size of data “does not always lead to improved results.” However, they observed that their approach “provides very good word vectors even when using very small training datasets.” (Bojanowski et al. 2017, 7). This is demonstrated in the following table:

|  |  |  |
| --- | --- | --- |
|  | Sisg | Cbow |
| German GUR350 dataset | |  | | --- | | Percentage: 5% | | Performance: 66 | | |  | | --- | | Percentage: full dataset | | Performance: 62 | |
| English RW dataset | |  | | --- | | Percentage: 1% | | Performance: 45 | | |  | | --- | | Percentage: full dataset | | Performance: 43 | |

Table 2 Performance of the sisg model compared with the cbow baseline depending on the percentage of the datasets the two were trained on.

This implies that the vectors are able to represent words which have not been seen before; thus assisting greatly in identifying many forms of words in languages which are morphologically rich. Furthermore, the process of training this model is significantly shorter, whether trained on full datasets or otherwise. As mentioned by Mikolov et al, “subsampling of frequent words during training results in a significant speedup (around 2x – 10x), and improves accuracy of the representations of less frequent words.” (2013b, 2). The goal of Bojanowski et al., to begin with, is to improve representing rare words.

1. **The size of n-grams**

As mentioned in the methods section, Bojanowski et al. chose a length of 3 to 6 characters for each n-gram, and found that it was a reasonable choice. In word analogy tasks, they also observed that “­­­­ using larger n-grams helps for semantic analogies. However, results are always improved by taking n ≥ 3 rather than n ≥ 2, which shows that character 2-grams are not informative for that task.” (7). Again, 2-grams are not sufficient for words with long roots, morphemes or affixes, and 3-grams provide better performance than lesser lengths.

1. **The potential of the model and future work**

The model proposed by Bojanowski et al. builds on previous models, such as the skipgram and the ‘cbow’ architectures. It aims towards representing words by considering subword information. The model, according to the authors, is "capable of building word vectors for words that do not appear in the training set." (2017, 9). This advantage is a significant step in word representation for languages which are morphologically rich, and the model promises to encompass more languages as machine training progresses. Furthermore, in the same manner that the skipgram and cbow models were used as the foundation for the proposed model, it is possible to utilize various others which can improve the model's function semantically, and make it surpass previous word representing models. Future work should focus on improving and advancing the model in terms of semantics, while at the same time maintaining its syntactic performance. The model is open-source and is available for the public on the following link: <https://github.com/facebookresearch/fastText>

1. **Conclusion**

Relying on the skipgram model, it is possible to incorporate sub-word information as character n-grams to improve the word representation tasks for morphologically rich languages. The model developed by Bojanowski et al. can train fast on significantly small amounts of data. Furthermore, it demonstrates superior performance over models that overlook sub-word details or information. The model is open-source and aims to encourage and facilitate future comparisons and advancements in sub-word representation learning. Moreover, it is an important breakthrough for word processors and word representation tasks, specifically for people who use those and whose languages are rife with morphemes, affixes and elements that change according to the words’ positions and types.
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